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Abstract—MultiMedia DataBase Management System (M-
MDBMS) becomes more popular in recent years, which sup-
ports complex and large multimedia data like images, audios,
and videos etc. Data Broadcasting is an attractive approach
for data dissemination to improve the limitations in mobile
environment, such as narrow bandwidth, unreliable connec-
tions, and battery limitation. However, existing data broadcast
schemes are inefficient for MMDBMS. In this paper, we present
four novel multimedia data broadcast schemes (namely, SDAA,
MDAA, AEA, and COA) specifically for wireless multichannel
communications. The major strategies are scalable coding to
generate data segments to different qualities, indexing and
channel assignment to minimize the expected waiting time for
clients. We prove theoretically that SDAA is a 2-approximation.
COA performs best when we release the constraints and it can
be judged as an theoretical lower bound, while AEA outputs lo-
cal optimal solution with quality allocation constraints. Finally,
SDAA+AEA form a best scheduling for practical applications.
We also provide numerical experiments to evaluate the system
performance, proving the efficiency of our schemes.

Keywords-Multimedia Data Broadcast, Data Scheduling

I. INTRODUCTION

With the advance in technology, new database man-
agement systems have been created to support different
requirements from increasing number of clients. MultiMe-
dia DataBase Management System (MMDBMS) is one of
such novel databases, which supports multimedia data in
addition to providing traditional DBMS functionalities [11].
Multimedia Data typically include texts, images, audios,
videos, animations, graphics, and other complex formats.
In recent years, the acquisition, generation, storage and
processing of multimedia data in computers and transmission
over networks have grown explosively. Therefore, the ex-
change of multimedia information becomes really important
and MMDBMS gets tremendous development. The studies
on MMDBMS bring more and more attention from both
academia and industrial communities.

As the rapid growth of wireless technology, wire-
less/mobile communication becomes popular. People prefer

This work is supported in part by Natural Science Foundation of
Shanghai (Grant No. 12ZR1445000); National Natural Science Foundation
of China (Grant No. 61202024); US National Science Foundation (NSF)
CREST No. HRD-0833184; and US Army Research Office (ARO) No.
W911NF-0810510.

to access information through mobile devices from any-
where at any time. However, existing wireless services are
limited by many constraints such as narrow bandwidth,
unreliable connection, and battery limitation. Also, the large
population of mobile clients may swamp the server when
they asynchronously submit queries [19]. In addition to
the characteristics of wireless communication, it is more
efficient for the server to broadcast data items to a large
client population than sending data to only one single client
each at a time. Data Broadcast hereby becomes an attractive
approach for data dissemination in mobile environment. In
a typical data broadcast system, a Base Station (BS, or
server) periodically disseminates data through radio waves
with constraint RF range to massive number of mobile users
according to a pregenerated program by single or multiple
channels. Clients wait for the appearance of the data items
on broadcast channel instead of explicitly sending requests
to the server for interested data. An effective data schedule
assigns a program onto multichannels, which minimizes
the length of broadcast cycle and improves the system
performance tremendously. It is obviously an NPC problem
(can be m-reduced from Parallel Job Scheduling), resulting
no efficient polynomial-time exact algorithms.

When applying data broadcast scheme to multimedia
databases, we face new problems. Unlike texts or other
simple data files, sending multimedia data to a remote client
takes significant amount of communication bandwidth [3].
The size of multimedia data is much larger than the simple
data file, which costs more energies to download. The
duration of broadcast cycle on each channel will also be
extended, increasing the waiting time for clients. All in
all, to avoid network congestion, make the system more
efficient, and improve the usage of multimedia databases,
we need to reconsider existing data broadcast schemes
and construct a new scheme to support multimedia data
dissemination. Moreover, due to the physical constraints of
mobile devices (processor speed, memory/flash size, screen
resolution etc.), even for the same multimedia file, different
clients may require different quality copies. For example, a
picture shown on a personal laptop with screen resolution
2048×1024 has size at least 2MB, while it has size of 0.4MB
in the latest iphone 4S with screen resolution 960×640
without loss of quality. Thus, we hope the server can provide
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different qualities for each datum at the same time to satisfy
different client requirements.

This paper presents a novel data broadcast scheme for
MMDBMS in multichannel wireless communications to
achieve all these targets. The major strategies are scalable
coding to generate data segments with different qualities,
indexing and scheduling to minimize the expected waiting
time for clients. We design four algorithms (SDAA, MDAA,
AEA and COA) to minimize the broadcast length. The first
three have a constraint that data segments with different
qualifies in one file can only be allocated on different chan-
nels. Among them, AEA is most complicated but performs
best. COA solves the ideal case without the constraint.
We prove that SDAA is a 2-approximation and exhibit the
efficiency of our system by mass numerical experiments.

The rest of this paper is organized as follows. Section II
introduces related literatures. Section III illuminates neces-
sary conceptions and theorems. Section IV describes our
system design and four algorithms. In Section V, we illus-
trate the system performance with numerical experiments.
Finally, Section VI gives a conclusion and future works.

II. PREVIOUS LITERATURES

Data broadcast has been recognized as an efficient method
for information dissemination, and gets increasing attraction-
s. Imielinski [7] discussed how to organize massive amount
of data on wireless communications to provide fast and low
power access for users who equip with palmtops. Later,
Pekowsky [13] discussed the possibility of broadcasting
multimedia data, whose broadcasting architecture has been
specified by the Digital Video Broadcasting consortium to
allow service providers to multiplex data, using various
protocols, into an MPEG-2 transport stream.

Based on these techniques, many works have been pro-
posed over the past decade. Wu [15] designed a stretch opti-
mal scheduling algorithm for on-demand broadcast systems.
Yoshihisa [18] proposed methods to broadcast continuous
media data by reducing client waiting time for multiple data
via a single channel. Aksoy [2] summarized several exist-
ing Dissemination Based Information Systems (DBISs) and
described their initial prototype of a DBIS toolkit. Lee [8],
[9] redesigned the existing data broadcast schemes to deal
with data-missing problem. Young [19] presented a novel
protocol for disseminating data in broadcast environments
such that view consistency, a useful correctness criterion for
broadcast environments, is guaranteed. Yang [16] leveraged
Network Coding (NC) to reduce the bandwidth consumption
for data broadcast. However, all those technologies cannot
deal with mass multimedia huge data streams. Some works
also discussed the protocols for Video-on-Demand (VoD)
transmission [4], [14], [20], but they focus on P2P networks,
which is not applicable in data broadcast environment.

Wireless networking technologies have been improved
rapidly recent years. Various types of networks have been

designed under different standards to face the increasing
requirements for wireless clients. Huang [6] developed a ge-
netic algorithm to generate broadcast programs in a multiple
channel environment. Anticaglia [1] proposed two heuristics
to deal with data broadcast over multiple channels consisting
nonuniform length data items. Yi [17] proposed effective
generation of data broadcast schedules with different allo-
cation numbers for multiple wireless channels.

III. PRELIMINARIES

A. System Architecture

We illustrate a typical data broadcast system for multi-
channel broadcast environment in Fig. 1. It is the architecture
of the system and how the data broadcast mechanism works
in multi-channel wireless environment.
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Figure 1. An Example of Data Broadcasting System

First, data are stored in a local data repository [10]. A
server retrieves data items from this repository. These data
items are disseminated over broadcast channels at regular in-
tervals by a transmitter, identified by their primary key. The
server performs a series of processing functions including
channel assignment, scheduling, and index construction.

After data managing and scheduling, these files are re-
ferred as a broadcast program and broadcasted iteratively
in a cycle until the program is expired. The program in-
cludes some auxiliary information such as data identifiers,
attributes, and indices. Attributes for each data item are then
used to process the query from clients. The smallest logical
unit of the broadcast (called bucket) is assumed to be a single
data item for convenience. Each cycle of the broadcast is
called a bcycle, while the content of the broadcast is called
a bcast. for each bcast, we have a series of data slots.

Mobile clients access onto the channel, wait the appear-
ance of the indices, search and download data items by
jumping to the target channel during appropriate time slots.

B. MIMO Antenna

Current data broadcast systems restrict clients to com-
munication with only one channel at a time, even though
the system may have multiply channels. However, with the
development of antenna technology, the mobile devices now
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can connect several channels simultaneously with Multiple-
Input and Multiple-Output (MIMO) technology, which is
used both in transmission and receiver equipment for wire-
less radio communication. MIMO is an efficient way to use
multiple antennas at both transmitter’s and receiver’s side to
improve communication performance and attain ultra high
spectral efficiency [5].

MIMO technology is the kernel baseband techniques for
the Fourth-Generation Wireless Information System (4G,
Beyond 3G, Next Generation Network, NGN), which is a
complete evolution and will become a total replacement of
the 3G in few years. The international telecommunications
regulatory and standardization bodies are working for com-
mercial deployment of 4G roughly during 2012 to 2015.

C. Evaluation Criterions

Due to the limitation of battery capacity for mobile
clients, energy efficiency is a critical issue in the design
of broadcasting systems [7]. The mobile devices have dual-
modes: active mode and doze mode. They can only retrieve
data from broadcast channels in the active mode, which
consumes much more energy than in the doze mode. Thus,
there are two parameters to evaluate the broadcasting system:

Access Latency:: The period of time from when a query
is issued to the moment it is responded.

Tuning Time:: the period of time a mobile client stays
active to retrieve the requested data items.

Access latency measures the efficiency of system orga-
nization, while tuning time is used to estimate the power
consumption of a mobile client to retrieve data items.

D. Data Sampling

Assume for each datum (or multimedia stream) we have
𝐾 qualities 𝑄 = {𝑞1, 𝑞2, ⋅ ⋅ ⋅ , 𝑞𝐾}. We can use data encod-
ing scheme to filter the item according to quality constraint.
E.g., given an item 𝐼 , let 𝐼1, 𝐼2, ⋅ ⋅ ⋅ , 𝐼𝐾 denote the data
segments corresponding to qualities after data encoding
process. There are two classes of data encoding scheme:

Independent encoding format: High-quality parts are
substituted for low-quality parts. E.g., 𝐼 can be encoded
according to 2 qualities. One substream 𝐼1 contains complete
images of the size 𝑎× 𝑏 and another substream 𝐼2 contains
complete images of the size 2𝑎 × 2𝑏. Choosing a different
quality means choosing a different substream.

Hierarchical encoding format: High-quality parts are
added to low-quality parts. E.g., 𝐼 is encoded into 𝐼1 and 𝐼2

according to 2 quality constraint 𝑞1 and 𝑞2. 𝐼1 may contain
images of the size 𝑎 × 𝑏 and 𝐼2 may contain all additional
pixels that extend the format to 2𝑎× 2𝑏. To present data in
the highest quality, all substreams must be presented, e.g.,
if a client wants item 𝐼 with quality 𝑞2, it should download
both 𝐼1 and 𝐼2 and merge them together.

In this paper, we choose hierarchy encoding scheme to
decompose datum for the parallel property of MIMO.

IV. A NOVEL DATA BROADCASTING SCHEME

In this section, we firstly define the symbols system (in
Table I) and then design our system architecture. Next,
we propose four scheduling algorithms under different con-
straints with performance analysis and examples.

Table I
SYMBOL DESCRIPTION

Symbol Description
𝑆 A data broadcast system
𝑁 No. of channels in the system
𝑃 No. of data items in a program
𝐾 No. of quality requirements
𝑈 Channel constraint for one client
𝑅 Channel broadcast rate
𝐶 Channel set, 𝐶 = {𝑐1, ⋅ ⋅ ⋅ , 𝑐𝑁}
𝑇 No. of channel groups, 𝑇 = ⌊𝑁

𝐾
⌋ (Alg. 1) or 𝑁

𝑈
(Others)

𝑄 Set of qualities, 𝑄 = {𝑞1, 𝑞2, ⋅ ⋅ ⋅ , 𝑞𝐾}
𝐼𝑖 Data items, 1 ≤ 𝑖 ≤ 𝑃
𝐺𝑖 Quality group for 𝐼𝑖, 𝐺𝑖 = {𝐼1𝑖 , ⋅ ⋅ ⋅ , 𝐼𝐾𝑖 }
𝐶𝐺𝑗 Channel groups, 𝐶𝐺𝑗 = {𝑐(𝑗−1)𝑈+1, ⋅ ⋅ ⋅ , 𝑐𝑗𝑈} (Alg. 2)
𝒢 All data groups in system, 𝒢 = {𝐺1, ⋅ ⋅ ⋅ , 𝐺𝑃 }
𝒞𝒢 All channel groups, 𝒞𝒢 = {𝐶𝐺1, ⋅ ⋅ ⋅ , 𝐶𝐺𝑇 }
𝑙𝑘𝑖 Length of 𝐼𝑘𝑖
𝑙𝑔𝑗 Length of channel group 𝐶𝐺𝑗

𝑛𝑘
𝑖 No. of channels assigned to 𝐼𝑘𝑖

A. System Design

Given a data broadcast system 𝑆 with one data repository,
𝑁 channels, and 𝐾 quality constraints. All channels are in-
dependent, each with the same broadcast rate 𝑅. Each client
can connect with at most 𝑈 channels at one time. We assume
the system is reliable and synchronized, and 𝑁 > 𝑈 > 𝐾
(Usually, 𝑁 can be large because the BS can deploy as
many MIMO antenna as it can serve. 𝐾 is very small, and 𝑈
depends on the number of antennas in mobile devices and the
number of pathes between sender and receiver. Furthermore,
MIMO plus OFDMA can tremendously increase the possible
channels a client can use at one time [12]).

When retrieving a datum 𝐼 , the source video encoder will
decompose 𝐼 to several substreams with quality constraints,
then allocate these packets over 𝑈 channels. Data on mul-
tiple channels will broadcast simultaneously, such that the
receiver will download them at the same time. Next, the
receiver will merge corresponding files together to get the
item it wants. The whole process can be seen as Fig. 2.
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Figure 2. An Example of Broadcasting Multimedia Stream

Next, we will construct four algorithms to efficiently
allocate data to minimize access latency and tuning time.
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B. Simple Data Allocation Algorithm (SDAA)

Since 𝑁 > 𝐾, the most intuitive way is to decom-
pose each required datum 𝐼𝑖 to 𝐾 substreams as a group
𝐺𝑖 = {𝐼1𝑖 , 𝐼2𝑖 , ⋅ ⋅ ⋅ , 𝐼𝐾𝑖 }, then allocate them on 𝐾 channels.
If the length of each 𝐼𝑘𝑖 is not equivalent, we leave the slot
unoccupied such that ∀𝑝, 𝑞, 𝑙𝑝𝑖 = 𝑙𝑞𝑖 , where 1 ≤ 𝑝, 𝑞 ≤ 𝐾
and 𝑝 ∕= 𝑞 . For each datum we repeat the same process, then
allocate the group to the channels with the shortest length
of bcast. To simplify the system architecture, we assume
𝑁 = 𝑛 × 𝑈 (𝑛 is a positive integer) and there are 𝑃 data
items at a moment. Alg. 1 describes the detailed processes.

Algorithm 1 Simple Data Allocation Algorithm-SDAA
Input: Data group 𝒢 = {𝐺1, 𝐺2, ⋅ ⋅ ⋅ , 𝐺𝑃 }, each has 𝐾 sub-
streams with 𝐾 qualities. Channels 𝒞 = {𝑐1, 𝑐2, ⋅ ⋅ ⋅ , 𝑐𝑁}.
Output: A broadcast schedule 𝑆𝑐ℎ𝑒.

1: Set 𝑇 = ⌊𝑁𝐾 ⌋.
2: Sort 𝒢 nondecreasingly, rename as 𝒢′ = {𝐺′1, ⋅ ⋅ ⋅ , 𝐺′𝑃 }.
3: Divide 𝒞 into 𝑇 groups as 𝒞𝒢 = {𝐶𝐺1, ⋅ ⋅ ⋅ , 𝐶𝐺𝑇 },

𝐶𝐺𝑖 = {𝑐(𝑖−1)𝐾+1, 𝑐(𝑖−1)𝐾+2, ⋅ ⋅ ⋅ , 𝑐𝑖𝐾}, ∀1 ≤ 𝑖 ≤ 𝑇 .
4: for 𝑖 = 1 to 𝑃 do
5: Choose 𝐶𝐺𝑗 = min1≤𝑗≤𝑇 {𝑙𝑔𝑗}
6: Append 𝐺′𝑖 to 𝐶𝐺𝑗 on corresponding channels.
7: end for
8: Output 𝑆𝑐ℎ𝑒.

Theorem 1. The time complexity of SDAA is 𝑂(𝑃 ln𝑃 ).

Proof: The only time consuming for SDAA is the sort-
ing part for 𝒢′, which takes 𝑂(𝑃 ln𝑃 ). Other calculations
only take 𝑂(1). Thus the theorem holds.

In SDAA, each datum occupies 𝐾 channels, so one client
will connect at most 𝐾 channels to download their required
datum. Each time, SDAA appends a datum to a group of
channels with shortest 𝑑𝑐𝑎𝑠𝑡 length. Table II is an example
of 6 data items with data segment length to the qualities.

Table II
PARAMETERS FOR EXAMPLE

𝑁 = 10 𝑃 = 6 𝐾 = 3 𝑈 = 5
𝐺1 = {𝐼11 , 𝐼21 , 𝐼31} 𝑙11 = 18 𝑙21 = 15 𝑙31 = 23
𝐺2 = {𝐼12 , 𝐼22 , 𝐼32} 𝑙12 = 12 𝑙22 = 16 𝑙32 = 7
𝐺3 = {𝐼13 , 𝐼23 , 𝐼33} 𝑙13 = 24 𝑙23 = 7 𝑙33 = 2
𝐺4 = {𝐼14 , 𝐼24 , 𝐼34} 𝑙14 = 3 𝑙24 = 8 𝑙34 = 29
𝐺5 = {𝐼15 , 𝐼25 , 𝐼35} 𝑙15 = 2 𝑙25 = 34 𝑙35 = 9
𝐺6 = {𝐼16 , 𝐼26 , 𝐼36} 𝑙16 = 10 𝑙26 = 10 𝑙36 = 10

Fig. 3 is the resulting schedule of the broadcast program
by SDAA. From the figure, we can see there exists one
empty channel, because we want to keep data broadcast con-
currently such that clients can download data simultaneously.
To take advantage of this empty channel, we can split long
data segments and assign part of them on this channel.

Theorem 2. SDAA is a 2-approximation.

Proof: Let 𝐺∗ denotes the optimal schedule. Since the
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quality decomposition process is independent with channel
scheduling, each 𝐺𝑖 has fixed {𝐼𝑗𝑖 } segments and thus
max𝐺𝑖 = max1≤𝑗≤𝐾 𝐼𝑗𝑖 is also fixed. We use 𝐺∗𝑖 to
denote max𝐺𝑖. Easy to see, 𝐺∗ ≥ max1≤𝑖≤𝑃 𝐺∗𝑖 . Let
𝐿 =

∑𝑃
𝑖=1 𝐺

∗
𝑖 be the total time unit to broadcast, and only

𝑇 channel groups are available, each channel should contain
𝐿/𝑇 average data units. Consequently, there must exist one
channel with at least that much unit. 𝐺∗ ≥ 𝐿/𝑇 .

Consider the solution of SDAA. Let 𝐿𝑃 denote the
starting point of 𝐺𝑃 as the last datum, and 𝑏𝑐𝑦𝑐𝑙𝑒 the output
of SDAA. Then 𝑏𝑐𝑦𝑐𝑙𝑒 = 𝐿𝑃 + 𝐺∗𝑃 . All other channel
groups must contains more than 𝐿𝑃 units according to the
algorithm. If we split the schedule into two disjoint time
intervals by 𝐿𝑃 , then the latter interval has length at most
𝐺∗. Now consider the former interval, the total amount of
time units in this interval is 𝑇 ⋅𝐿𝑃 , which is no more than the
total time units. Thus 𝐿𝑃 ≤ 𝐿/𝑇 ≤ 𝐺∗ and 𝑏𝑐𝑦𝑐𝑙𝑒 ≤ 2𝐺∗.
We thereby get a 2-approximation.

SDAA is simple, but may easily bring congestion and
inequality. For each datum, whatever quality the client
requires, it must download base layer substreams. If the
lengths of substreams in each group vary a lot, the broad-
casting system will have too many unoccupied slots, and the
tuning time will be controlled by the longest substream. With
the observation that each client can connect with at most 𝐶
channels at one time, we have the following improvement.

C. Modified Data Allocation Algorithm (MDAA)

In SDAA, clients only use 𝐾 channels, so we can use
other 𝑈 − 𝐾 channels to shorten the tuning time and
access latency. The main idea is: for each group 𝐺𝑖, find
the maximum length substring 𝐼𝑘𝑖 , split it into two halves,
append an index on the head of each half, and replace 𝐼𝑘𝑖
in 𝐺𝑖. Repeat this step until the total channel number is 𝑈 .

Note that the channel assignment remains the same as
SDAA. However, the channels are divided by 𝑇 = 𝑁/𝑈 .
(Divide 𝒞 into 𝑇 groups 𝒞𝒢 = {𝐶𝐺1, ⋅ ⋅ ⋅ , 𝐶𝐺𝑇 }, where
∀1 ≤ 𝑖 ≤ 𝑇 , 𝐶𝐺𝑖 = {𝑐(𝑖−1)𝑈+1, 𝑐(𝑖−1)𝑈+2, ⋅ ⋅ ⋅ , 𝑐𝑖𝑈}.)
If we have a family of data groups, we sort them in
nondecreasing order. For each group, we append it to the
group of channels with the least data segment length.
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Therefore, we only need to deal with single group of data
items. If we modify each group of data items, then the rest
of the process is the same as SDAA. Thus, the input is a
group of data 𝐺𝑖, then the output is 𝐺𝑖

′, such that in the
next phase we can easily order all 𝐺𝑖

′ and assign to the
channel groups by SDAA. Alg.2-MDAA shows the process.

Algorithm 2 Modified Data Allocation Algo.-MDAA

Input: Data group 𝐺𝑖 = {𝐼1𝑖 , ⋅ ⋅ ⋅ , 𝐼𝐾𝑖 } and constraint 𝑈 .
Output: Modified data group 𝐺′𝑖, which contains 𝑈 items.

1: Set ℎ = 𝐾
2: while ℎ ≤ 𝑈 − 1 do
3: find 𝐼𝑘𝑖 ∈ 𝐺𝑖 with max{𝑙𝑘𝑖 };
4: split 𝐼𝑘𝑖 into 𝐼𝑘1

𝑖 and 𝐼𝑘2
𝑖 , append an index to each

head, and replace 𝐼𝑘𝑖 with 𝐼𝑘1
𝑖 , 𝐼𝑘2

𝑖 ; h+=1;
5: end while
6: Reorder 𝐺𝑖 according to qualities, and output 𝐺𝑖.

Theorem 3. For each datum 𝐺𝑖, MDAA takes 𝑂(𝑈2) time.

Proof: The propose of MDAA is to fill 𝑈 −𝐾 empty
channels for each 𝐺𝑖. For each empty channel, we select
a data segment with maximum length and split it into two
pieces. Since finding a maximum one among 𝐾 items needs
𝑂(𝐾) time, the total time is

∑𝑈−𝐾
𝑎=0 (𝐾 + 𝑎) = 𝑂(𝑈2).

Totally, SDAA+MDAA requires 𝑂(𝑃𝑈2 + 𝑃 ln𝑃 ) time.
Using SDAA+MDAA, we can get a program with data in

Table II shown in Fig. 4. Since we split a data segment into
two, clients cannot recognize this data by their primary keys.
We need to insert an additional key as a head to each half.
Compared to the result in Fig. 3, bcycle reduces significantly.
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Figure 4. The Result of Algorithm 2-MDAA

However, MDAA is still not good enough. E.g., if we
apply MDAA to a datum 𝐼𝑘𝑖 with 𝑙𝑘𝑖 = 24 on 2 empty
channels, we can get 3 segments with lengthmax{13, 7, 7},
but if we divide 𝐼𝑘𝑖 into three equal segments, the optimal
length is max{9, 9, 9}, which saves 30.7% of the bcycle.
Hence, we make a further optimization as follows.

D. Average Estimation Algorithm (AEA)

AEA can be divided into three consecutive phases. Phase
1 recursively estimates the average data length (defined as
𝐴𝑤). In each iteration, it computes 𝐴𝑤 of the remaining
data items, allocates datum whose length < 𝐴𝑤 to available

channels, and remove it from unassigned list. Obviously, 𝐴𝑤

keeps growing. When Phase 1 terminates, the 𝑙𝑘𝑖 of each
unallocated 𝐼𝑘𝑖 is longer than the final estimated 𝐴𝑤.

Then for the each remaining 𝐼𝑘𝑖 , the second phase assigns
⌊𝑙𝑘𝑖 /⌈𝐴𝑤⌉⌋ channels to allocate 𝐼𝑘𝑖 with length ⌈𝐴𝑤⌉. After
this phase, each remaining 𝐼𝑘𝑖 has length 0 ≤ 𝑙𝑘

′
𝑖 < ⌈𝐴𝑤⌉.

If there exists 𝑙𝑘
′

𝑖 > 0, the third phase allocates the
remaining data according to two rules: 1) if available channel
exists, allocate data with max{𝑙𝑘′

𝑖 /𝑛𝑘
𝑖 } (𝑛𝑘

𝑖 : the number of
channels assigned to 𝐼𝑘𝑖 ); and 2) if no available channel
exists, distributed 𝑙𝑘

′
𝑖 equally to 𝑛𝑘′

𝑖 .
Alg. 3-AEA describes the details. Similar as MDAA, we

only deal with data segments in one group.

Algorithm 3 Average Estimation Algorithm-AEA

Input: Data group 𝐺𝑖 = {𝐼1𝑖 , ⋅ ⋅ ⋅ , 𝐼𝐾𝑖 } and constraint 𝑈 .
Output: Modified group of data items 𝐺′𝑖

1: Set 𝑤 = 1, ℎ = 𝑈 , 𝐴0 = 0. /∗ Phase 1 ∗/
2: while 𝐴𝑤−1 ∕= 𝐴𝑤 do
3: for 𝑘 = 1 to 𝐾 do
4: If (0 < 𝑙𝑘𝑖 ≤ 𝐴𝑤) set 𝑙𝑘𝑖 = 0, 𝑛𝑘

𝑖 = 1, ℎ− = 1
5: end for
6: 𝑤+ = 1, 𝐴𝑤 = (

∑𝐾
𝑘=1 𝑙

𝑘
𝑖 )/ℎ

7: end while
8: for 𝑘 = 1 to 𝐾 do /∗ Phase 2 ∗/
9: If (𝑙𝑘𝑖 ∕= 0) set

𝑛𝑘
𝑖 = ⌊ 𝑙𝑘𝑖

⌈𝐴𝑤⌉⌋, 𝑙𝑘𝑖− = 𝑛𝑘
𝑖 × ⌈𝐴𝑤⌉, ℎ− = 𝑛𝑘

𝑖

10: end for
11: while ℎ > 0 do /∗ Phase 3 ∗/
12: Find 𝐼𝑎𝑖 with max

1≤𝑘≤𝐾
{ 𝑙𝑘𝑖
𝑛𝑘
𝑖

}, 𝑙𝑎𝑖 = 0, 𝑛𝑎
𝑖+ = 1, ℎ− = 1

13: end while
14: Append remaining 𝐼𝑘𝑖 with 𝑙𝑘𝑖

𝑛𝑘
𝑖

to channels assigned in
Phase 1 and 2. Reorder 𝐺𝑖 with 𝑞𝑘 and output 𝐺𝑖.

Theorem 4. For each 𝐺𝑖, AEA takes 𝑂(𝐾 ln𝐾) time.

Proof: In each iteration, we calculate the average length
𝐴𝑤 and remove the data items with length smaller than it,
which takes 𝑂(ln𝐾). There are at most 𝐾 iterations, and
thus needs 𝑂(𝐾 ln𝐾). In phase 2, we order left segments
and insert them to empty channels, which takes 𝑂(𝐾 ln𝐾).
In phase 3, we deal with the last remaining segments, with
at most 𝑂(𝐾). Totally, Alg. 3 takes 𝑂(𝐾 ln𝐾).

Thus, AEA needs 𝑂(𝑃𝐾 ln𝐾 + 𝑃 ln𝑃 ) time totally.
Using AEA, we get a schedule for Table II. The result can
be seen in Fig. 5. From this figure we can see that AEA
improves the system performance a lot. The unused holes in
the system reduces, and the length of cycles shrinks much.

E. Channel Overlapping Algorithm (COA)

AEA gets an optimal solution when each channel only
accepts one quality. To evaluate the system performance, we
further release this constraint as an ideal case to compute
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Figure 5. The Result of Algorithm 3-AEA

a lower bound for local optimization and propose Chan-
nel Overlapping Algorithm (COA). COA guarantees that
the length of the data group 𝐺𝑖 is almost the same as
𝐴 =

⌈
(
∑𝐾

𝑘=1 𝑙
𝑘
𝑖 )/𝑈

⌉
. 𝐴 is acting as a threshold to control

the data length of each 𝐺𝑖. Note that by interleaving data
streams with different qualities, we loose the opportunity for
clients to connect only part of the channel groups to down-
load the required data with different quality requirements.
Thus, COA is used for theoretical analysis.

COA also has three consecutive phases. Phase 1 assigns
⌊𝑙𝑘𝑖 /𝐴⌋ channels for each 𝐼𝑘𝑖 with length 𝐴. Phase 2 allocates
the remaining data segments into available channels: firstly
allocate the data with longest remaining length and then
append data segment to the same channel if total length of
this data segment plus index is less than 𝐴+1. We repeat this
step until all available channels are used. Phase 3 separates
and attaches the remaining data to the channels with the total
length less than the remaining spaces. However, since we
insert redundant indices, it is possible that we cannot keep
all data within length 𝐴 + 1. Here we loose the threshold
and repeat the algorithm until we find a feasible solution.
Alg. 4-COA shows the details.

Theorem 5. For each 𝐺𝑖, COA takes 𝑂(𝐾2 ln𝐾) time.

Proof: COA is very similar as AEA. However, when
we insert indices into the system, the threshold 𝐴 may not
be enough. Thus we should increase 𝐴 and recalculate the
schedule. We repeat this process at most 𝐾 time, since
each item will be separated at most 𝑈 times, bringing at
most 𝑈𝐾 indices. And every time when 𝐴 increases, we
have additional 𝑈 spaces. Therefore, COA terminates after
at most 𝐾 iterations. Combining the proof of Theorem 4,
the complexity is 𝑂(𝐾2 ln𝐾).

Using COA, we get a schedule for Table II shown in
Fig. 6, proving that COA outputs the smallest cycle length.

V. SIMULATION

We analyze the correctness and performance of four
algorithms by numerical experiments. According to the real
system constraints, we set 𝑁 ≤ 100, 𝑈 ≤ 20, and 𝐾 ≤ 5.

Algorithm 4 Channel Overlapping Algorithm-COA

Input: Data group 𝐺𝑖 = {𝐼1𝑖 , ⋅ ⋅ ⋅ , 𝐼𝐾𝑖 } and constraint 𝑈 .
Output: Modified group of data items 𝐺′𝑖

1: set 𝐴 =
⌈(∑𝐾

𝑘=1 𝑙
𝑘
𝑖

)
/𝑈

⌉
. 𝑓{1 to 𝐾} = 0.

2: for 𝑘 = 1 to 𝐾 do /∗ Phase 1 ∗/
3: If (𝑙𝑘𝑖 ≤ 𝐴), 𝑓𝑘 = 1, else 𝑓𝑘 = 0.
4: 𝑛𝑘

𝑖 = ⌊𝑙𝑘𝑖 /𝐴⌋, 𝑙𝑘𝑖 = 𝑙𝑘𝑖 − 𝑛𝑘
𝑖 ×𝐴

5: end for
6: ℎ = 𝑈 −∑𝐾

𝑘=0 𝑛
𝑘
𝑖

7: Sort 𝐼𝑘𝑖 by 𝑙𝑘𝑖 decreasingly; /∗ Phase 2 ∗/
8: set 𝑑{𝑗=1 to ℎ} = 𝐴+ 1, 𝑋{𝑗=1 to ℎ} = ∅
9: for 𝑘 = 1 to 𝐾 do

10: for 𝑗 = 𝑖 to ℎ do
11: If (𝑙𝑘𝑖 + 1− 𝑓𝑘 ≤ 𝑑𝑗), set

𝑑𝑗− = 𝑙𝑘𝑖 + 1− 𝑓𝑘, 𝑋𝑗∪ = {(𝑘, 𝑙𝑘𝑖 )}, 𝑙𝑘𝑖 = 0
12: end for
13: end for
14: Set 𝑝 = no. of channels with 𝑑𝑗 > 1. /∗ Phase 3 ∗/

15: if 𝑙𝑘𝑖 + 𝑝 ≤
ℎ∑

𝑗=1

𝑑𝑗 then split 𝑙𝑘𝑖 with 𝑑𝑗 to fill channel

16: else set 𝐴+ = 1, goto Phase 1.
17: end if
18: Reorder channels increasingly by 𝑞𝑘, and output 𝐺𝑖.
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Figure 6. The Result of Algorithm 4-COA

After data allocation, we form a program with 𝑃 items.
Clearly, smaller 𝑏𝑐𝑦𝑐𝑙𝑒 length shortens access latency.

We evaluate the performance of our system by two
parameters: average number of files on each channel (AFC)
and average channel wastage (ACW). AFC shows the
expectation of waiting time, which is considered as the
energy consumption for mobile users to access their re-
quested multimedia data if users uniformly access to the
system. ACW, measures the energy wastage at the BS.
Our evaluation environment is a broadcasting system where
multimedia files are broadcasted via multi-channels. In each
broadcast program, the server puts required data files onto
data broadcast cycle based on proposed algorithms. We
assume that the broadcasting program is static during a
period of time. The BS has 𝑁 channels to broadcast 𝑃 files
simultaneously while the end users, equipped with MIMO
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antennas, can access at most 𝑈 channels at one time.
For all evaluations, we generate multimedia files based on

normal distribution with certain 𝜇 and 𝜎, where 𝜇 gives the
average size for multimedia files and 𝜎 shows the variance
among multimedia files. Note that if the file size is not
positive, we drop it and regenerate one. The size of files
range from 128 KB to 8 MB, which is the general size of
multimedia files such as photo, music, and small video.

We use uniform distribution to split each file into 𝐾 parts,
where 𝐾 is the number of qualities in the encoding system.
We hope show the performance of multimedia data broadcast
system under different parameters of the system (i.e. the total
broadcast channel 𝑁 , the number of broadcasting files 𝑃 ,
the file size 𝜇 and 𝜎, the access channels 𝑈 , and the qualities
𝐾). Consequently, we test AFC and ACW under different
parameters using four algorithms. We run the simulation
10,000 times and take the average value. Moreover, for
each program, we calculate the average data length on each
channel. Set 𝐿𝑃 as the average channel length for 10,000
simulations, and 𝐿𝑈 the average unused channel length, then
we get that AFC=𝐿𝑃 /𝜇, and ACW=𝐿𝑈/𝐿𝑃 .

A. Verification of 𝜇 and 𝜎

We analyze the relationship between data size and system
efficiency, since in multimedia databases the size of files
varies a lot, influencing the efficiency of broadcasting system
greatly. To evaluate this relationship, we test our system
under different values of 𝜇 and 𝜎, and then produce the
result of AFC and ACW. To make the result comparable,
set 𝑁 = 40, 𝑈 = 10, 𝑃 = 600, 𝐾 = 2 for each scenario.
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Figure 7. Average Packet Length vs Average Number of Files per Channel

Fig. 7 shows the relation between 𝜇 and AFC: 𝑥-
coordinate is the value of 𝜇, and 𝑦-coordinate is the variation
of AFC for different algorithms. We can see that:

a) COA obtains the shortest AFC, since it uses all empty
”holes” to shorten data length on each channel. This con-
clusion remains for other comparisons.

b) When 𝜇 increases, AFC firstly decreases sharply and
then becomes flat. Because when 𝜇 is small, data sizes vary a
lot with 𝜎, bringing big AFC; when 𝜇 increases, it becomes
the dominating parameter. Compared with 𝜇, the variation of
𝜎 doesn’t influence data size that much. Thus AFC decreases
a lot. However, when 𝜇 continually increases, data sizes only
vary a little, so AFC gradually decreases to a constant.

c) When 𝜇 is small, MDAA has smaller AFC than SDAA.
When 𝜇 increases, MDAA gets even worse results than
SDAA because MDAA takes more channels and splits data
files into smaller segments, while the total length of one data
group remains the same. Thus MDAA has larger AFC.
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Figure 8. Average Packet Length versus Average Channel Wastage Rate

Fig. 8 shows the relation between 𝜇 and ACW:
a) AEA gets reasonable and flat channel usage rate, which

means AEA is suitable for many situations. Whatever the
input data are, AEA tries best to set the average length
for every channel, which is similar to COA. Since we have
quality constraints, AEA is 5% higher than COA.

b) When 𝜇 is small, MDAA has smaller ACW than
SDAA. when 𝜇 increases, MDAA becomes worse. Two lines
intersect each other in Fig. 8(a-d) at the same 𝜇 as Fig.7.

In all, even when 𝜎 is big (means data files in broadcasting
system vary lot), AEA and COA can schedule data segments
very well, with small number of files per channel and little
channel wastage. They are stable and reliable.

B. Verification of 𝑈 and 𝐾

Table III is the outputs of AFC and ACW under four
algorithms with different 𝑈 and 𝐾 values. Then we have:

a) SDAA computes almost the same AFC and ACW, since
it has no relation with 𝑈 ; it only deals with different 𝐾.

b) The parameter 𝑈
𝐾 is more important to judge the

efficiency of four algorithms. When 𝑈
𝐾 < 2, SDAA has

better AFC and ACW than MDAA and AEA. Because the
system does not have enough empty channel for MDAA and
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AEA to shorten the average channel length for each files.
Thus when 𝑈

𝐾 ≥ 2, AEA has the best AFC and ACW values.
c) For MDAA, when 𝑈

𝐾 = 2𝑡, AFC and ACW reduce
heavily than other results. Because MDAA is a divide-and-
conquer algorithm, which works best when 𝑈 = 2𝑡𝐾.

In all, different 𝑈 and 𝐾 do not influence the system effi-
ciency very much. Moreover, since our simulation proves the
stability of AEA and COA, they can be used appropriately
for data allocation and data division in the system.

Table III
COMPARISON BETWEEN 𝑈 AND 𝐾

AFC ACW (%)
𝑈 𝐾 SDAA MDAA AEA COA SDAA MDAA AEA COA
5 2 17.12 21.10 16.84 15.00 12.36 28.90 10.92 0
8 2 17.12 17.12 16.02 15.00 12.36 12.36 6.382 0
10 2 17.12 21.10 15.81 15.00 12.36 28.90 5.087 0
20 2 17.12 21.10 15.39 15.00 12.36 28.90 2.523 0
5 3 18.64 20.19 20.17 15.00 17.46 25.69 25.63 0
8 3 18.64 20.01 17.25 15.00 17.47 25.05 13.05 0
10 3 18.64 20.18 16.70 15.00 17.47 25.68 10.18 0
20 3 18.64 20.18 15.80 15.00 17.46 25.68 5.044 0
5 4 18.86 20.14 20.14 15.00 20.47 25.54 25.54 0
8 4 18.86 18.80 18.28 15.00 20.47 20.22 17.94 0
10 4 18.86 20.14 17.74 15.00 20.46 25.51 15.43 0
20 4 18.86 20.14 16.23 15.00 20.47 25.50 7.567 0

C. Verification of 𝑁 and 𝑃

Table IV is the outputs of AFC and ACW under four algo-
rithms with different 𝑁 . When 𝑁 increases, the outputs of
AFC and ACW decreases almost linearly. Because when 𝑁
is bigger, more data files can be broadcasted simultaneously,
bringing smaller AFC. ACW remains fixed, since we do not
change data generation function and data allocation strategy.
Thus, 𝑁 has no effect on ACW. On the contrary, when 𝑃
increase, AFC will increase linearly since we have more files
to broadcast in one program. With the same reason as we
discussed for 𝑁 , ACW will not change since 𝑃 also does
not affect ACW. Thus, we do not show the results for 𝑃 .

Table IV
SYSTEM PERFORMANCE UNDER DIFFERENT 𝑁

AFC ACW (%)
𝑁 SDAA MDAA AEA COA SDAA MDAA AEA COA
20 37.72 40.27 35.47 30.00 20.47 25.51 15.42 1.83E-5
30 26.94 26.85 23.65 20.00 20.47 25.51 15.42 1.87E-5
40 18.86 20.14 17.74 15.00 20.47 25.51 15.42 1.83E-5
50 15.72 16.11 14.19 12.00 20.46 25.51 15.42 1.87E-5
60 12.57 13.42 11.82 10.00 20.46 25.50 15.42 1.75E-5
70 11.09 11.51 10.14 8.572 20.46 25.51 15.42 1.75E-5
80 9.431 10.07 8.868 7.500 20.47 25.51 15.42 1.67E-5
90 8.572 8.949 7.883 6.667 20.46 25.50 15.43 1.87E-5
100 7.544 8.055 7.095 6.000 20.46 25.50 15.43 1.67E-5

VI. CONCLUSION

This paper studies data broadcast problem for multimedia
database management systems under multichannel wireless
environment. Our target is to design data broadcast schemes
to reduce the tuning time and access latency, so that the
whole system is more efficient. The key point is using hier-
archical encoding for multimedia data and MIMO antenna

technology to connect several channels simultaneously. We
propose four algorithms (SDAA, MDAA, AEA, COA) to
schedule data segments onto channels. SDAA is a sam-
ple greedy ordering scheme, which is proved to be a 2-
approximation, while MDAA, AEA and COA are improve-
ment of local arrangement. We also provide simulations to
illustrate the influence of different parameters to our system.
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